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Abstract

Inductance and inductive crosstalk has become an important
new concern for on-chip wires in deep-submicron integrated cir-
cuits. Recent advances in extractors to include inductance make
possible the extraction of coupled RLCK interconnect networks
from large, complex on-chip layouts. In this paper, we describe
the techniques we use in a commercial static noise analysis tool
to analyze crosstalk noise due to fully-coupled RLCK networks
extracted from layout. Notable are the approaches we use to fil-
ter and lump aggressor couplings, as well as the techniques used
to handle degeneracies in the modified nodel analysis (MNA) for-
mulation. Furthermore, the nonmonotonicity of interconnect re-
sponses in the presence of inductance require additional “sensi-
tizations” in searching the possible switching events inducing the
worst-case noise. Comparisons with silicon indicate the need to
include the substrate in the extracted models in certain cases.

� Introduction

With technology scaling, chips consist of more interconnect
wires of smaller cross sections packed closer together. As a re-
sult, capacitive coupling is a significant source of on-chip noise.
Crosstalk noise can result in functional failures if glitches are cap-
tured in latches and disrupt the state of digital circuits. Further-
more, aggressor coupling that is coincident with switching tran-
sitions can produce a “noise-on-delay” effect. These trends have
resulted in significant effort to model and extract interconnect as
coupled RC networks[1] for use in static timing and static noise
analysis.

Most recently, however, inductance and inductive coupling[2,
3, 4, 5] have become important in the timing and noise analysis of
a growing number of on-chip signal lines. Inductance must be in-
cluded to accuratelypredict rise and fall times anddelays in timing
analysis. If an inductive net is overdriven, an underdamped ring-
ing response can be observed, which can result in functional fail-
ure in receiving circuits or produce reliability problems through
gate oxide stress. Moreover, inductive coupling, along with ca-
pacitive coupling, canbe a significant sourceof noise on quiet nets
due to the switching of nearby perpetrators.

Static noise analysis[6, 7, 8] has becomea mature, commercial
technology for calculating noise and verifying the noise immunity
of digital integrated circuits, but has beenso far limited to consider
only capacitive crosstalk[9, 10]. In general, development of full-
chip electrical analysis tools for digital ICs that consider induc-
tance have largely been stymied by the lack of a full-chip RLCK�
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�K is the SPICE notation for mutual inductanceM between two inductanceL �

extraction capability for on-chip wires. Fortunately, significant
progress in this regard has been made recently[11]. This has en-
abled the extraction of coupledRLCK interconnectnetworks from
large, complex on-chip layouts for analysis.

In this paper, we describe the techniques we use in a commer-
cial static noise analysis tool to analyze crosstalk noise effects due
to capacitive and inductive coupling. Notable in our interconnect
analysisgenerally are the approacheswe use to filter and lump ag-
gressor coupling and the techniques employed to handle degen-
eracies in the modified nodal analysis (MNA) formulation. We
also consider the unique issues associated with crosstalk analysis
with inductance. In particular, we consider the additional “sensi-
tizations” that must be considered because of the nonmonotonic-
ity of interconnect responses in the presence of inductance. In
Section 2, we describe how capacitively and inductively coupling
wires are sifted to assemble “net complexes” for analysis. Section
3 considers the degeneraciesthat may exist in the traditional state-
space MNA formulation and how these are handled for robust
multi-input, multi-output (MIMO) reduced-ordermodelling. Sec-
tion 4 considers the complex potential “superpositions”of switch-
ing events which must be analyzed to determine the “worst-case”
noise due to capacitive and inductive crosstalk. In Section 5,
we present results on a testchip design which was fabricated in a
�����m, five-level-metal process. The discrepancy between the
measured and simulated crosstalk will be considered. We offer
conclusions and directions for future work in Section 6.

� Assembling �net complexes� for analysis

References [7, 8] introduce the idea of static noise analysis
as a key technology for verifying the functionality of large digi-
tal integrated circuits in the presence of noise. Other recent im-
plementations have also been reported[6]. The approach here
is one ofworst-case analysis; that is, all of the noise sources
are bounded and act simultaneously at the worst allowable su-
perposition. In its transistor-level manifestation, the approach
involves decomposing the design into a collection of channel-
connected components (CCCs), transistors that are connected to-
gether through their sources and drains. The maximum noise that
is possible on each net is calculated as a time-domain waveshape.
This worst-case noise considers all possible noise sources: leak-
age, charge-sharing noise, coupling though the interconnect, and
power-supply noise. This is done with a careful choice of vectors
on the driving CCCs, referred to as thesensitization, which pro-
duces this worst case noise. Noise can also propagate from CCC-
input to CCC-output (propagated noise). Noise failures are deter-
minedby thenoise stability, a typeof AC noisemargin analysis, of
each CCC given the worst case noise appearing at its inputs. This
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involves calculating the transient sensitivity of the output noise
with respect to the dc-level of the input noise.� Cell characteri-
zations are also possible[12], allowing static noise analysis to be
run from a netlist of standard-cell library elements, rather than at
the transistor level. In this paper, we consider only the details of
the interconnect analysis. We refer the reader to Reference [8] for
more details on static noise analysis generally.

It is convenient to classify noise according to the voltages’ re-
lationship to the rails, and we will use this convention in the fol-
lowing discussion:VH noise reduces an node voltage below the
supply level;V �H noise increasesan evaluationnodevoltageabove
the supply level;VL noise increases an evaluation node voltage
above the ground level; andV �

L noise decreases an evaluation
node voltage below the ground level. The supply and ground ref-
erence levels are presumed to be set from the external reference
(power supply) to the chip.

Because interconnect crosstalk is an important noise source,
interconnect analysis is an important part of static noise analysis.
To handle coupled RCLK interconnect networks, the network is
decomposed into a set ofnet complexes. Theprimary (or victim)
net of the complex is the net on which we are trying to calculate
the noise; that is, the net which should be statically quiet. The
complexalso includessecondary(or aggressor)nets of significant
coupling to the primary net. (There is redundancy in this decom-
position, since a given net can be repeated many times as a sec-
ondary net in multiple net complexes.) To determine which sec-
ondary nets to include in a complex, we usevery crude lumped
element models to estimate the coupling noise from each aggres-
sor.

Aggressors which are determined by this coupling estimation
to be significant are included in the net complex of the victim as a
“named” aggressor; that is, the full distributed RCLK representa-
tion of the net is used. Representing every aggressor as a named
aggressors is not possiblebecauseof the the potential explosion in
the number of ports in the model since one port is associated with
each aggressor driver. Aggressors determined to be insignificant
are lumped together as a “virtual attacker.” The virtual attacker
concept allows the user to specify the disposition of the small ag-
gressors; they can be ignored, added, or scaled and added; this al-
lows a “statistical” treatment of this noise rather than a worst-case
analysis.

Figure 1 shows an example of a net complex with two named
aggressors and a virtual attacker. The virtual attacker is repre-
sented as two sources, a saturate ramp voltage source with slew
timetslew applied to the couplingcapacitances,anda squarepulse
current source applied to the mutual inductances. The magnitude
of the current pulse matches the lumped-capacitancecharging cur-
rents of the victims with a width oftslew, the fastest possible slew
time expected on any aggressor.

Once the net complex for a given victim is formed, a reduced-
order model is created for circuit simulation. The drivers of the
primary and secondary nets are identified asports, while the re-
ceivers are designatedastaps. Two additional ports are associated
with the virtual attacker. Ports are places where one is interested
in actively connecting other circuits elements (i. e., the drivers),
while taps are placed where one is only interested in monitoring
the voltage (i. e., no current flows into a tap). As a result, ports are
characterized with an admittance matrix that gives the port cur-
rents as a function of the port voltages. Taps need only be charac-
terized by a voltage-transfer matrix that gives the tap voltages as
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Figure 1: An example net complex with victim net, two explicitly
represented aggressors, and two virtual aggressors.

a function of the port voltages. The receiver circuits are modelled
as grounded capacitors at the taps which are built into the reduced
order model.�

We choose admittance, rather than impedance, characteriza-
tion of the ports because the model can then be directly stamped
into the MNA matrices for circuit simulation. Letup denote
the voltages at the ports,ut the voltages at the taps, andip the
port currents. The reduced-order model is ahybrid admittance-
transfer multiport model, given in the Laplace domain as:�

ip

ut

�
�

�
Y q�s�
Hq�s�

�
up (1)

If the system hasp port andt taps, thenY q�s� �Rp�p is an the
admittancematrix andHq�s� �R

t�p is the voltage-transfer ma-
trix. q is the order of the reduction, which is generally a multiple
of the number of ports. The complete circuit equations required
to find this model can be expressed as:

sCx � �Gx�Bup
ip � B

T
x

ut � L
T
x

(2)

The state vectorx is given by:�
��
vp

vint

iL

ip

�
�� (3)

vp are the port voltages,vint are the internal node voltages,iL
are the inductor branch currents,G andC are the conductanceand
susceptance matrices,B is the input-output matrix of the admit-
tance, andL is the output matrix of the transfer function. From
this, one can write

Y �s� � B
T �G � sC���B

H�s� � L
T �G � sC���B

(4)

One can now apply one of several MIMO reduction tech-
niques. A block Arnoldi[13] iteration produces a matrixV q

�More sophisticated modelling of the receiver generally requires modelling it as
a port.



which can be used to congruence transform the system matrices.
The resulting PRIMA model is provably passive[14].

�G � V
T
q GV q

�C � V
T
q CV q

�B � V
T
q B

�L � V
T
q L

(5)

yielding the admittance and transfer functions

Y q�s� � �B
T
� �G� s �C��� �B

Hq�s� � �L
T
� �G� s �C��� �B

(6)

�G, �C, �B, and �L (though dense) are dramatically smaller than
the originalG, C, B, andL. Other reduced-order modelling ap-
proaches, such as MPVL[15], can also be used.

� Dealing with degeneracy in the MNA formulation

One practical problem of note in applying these reduced-order
modelling techniques occurs whenY �s� is not strictly proper;
that is,Y �s� does not go to zero ass � �[16]. In general, be-
cause of the positive realness (p. r.) of the admittance ass��,
Y �s� � Hsm�n, wherem� n � �� ����; that is, any zero or
pole at infinity must be simple. The dimensions ofC determine
theorder of the system,n. WhenC is nonsingular, the admittance
will be strictly proper; that isY �s� � � ass � �[16]. In the
general case thatC is singular (a so-calleddegeneratesystem), the
number of degreesof freedom of the system is actually reduced to
f � rank�C� � r which is referred to as thegeneralized order.
Now, the natural frequenciesof the systemare then finite frequen-
ciess � � at whichjsC � Gj is zero. For a p. r.Y �s�, n � f

or n � f � �. In the latter case, there is a simple pole at infinity.
The degeneracies represented byf � r, in general, contribute a
constant feedthrough term between port voltagesand port currents
that is independent of state.

We find that whenY �s� is formulated as a degenerate system,
multiport reduced-ordermodels basedon expansionarounds � �
give very pathological frequency domain behavior ass�� and
are often characterized by singular�G (in the case of PRIMA) or
right-half-plane poles. Figures2-4 showNyquist plots ofY���j��
for three simple RC testcases. Theoriginal curves correspond
to the full unreduced system. TheArnoldi curves result from
straight application of block Arnoldi, whilePrima is the PRIMA
reduction. In Figure 2, the admittance should go from 0.02 mhos
at� � � (all capacitors open) to 0.1 mhos at� �� (all capac-
itors short) as shown for theoriginal curve. Both thePrima and
Arnoldi curves incorrectly head back to zero admittance at high
frequency. In the case of Figure 3, the admittance should go to in-
finity as� � � (ports become shorted by the coupling cap) but
both thePrima andArnoldi curves head to zero. Similar patho-
logical behavior of the reduced-order models is shown in Figure
4 with a coupling capacitor to the port.

Various “kludges” have been used in practical implemen-
tations to avoid these problems, including the introduction of
“small” resistors at the ports[17] which allows a formulation in
which there is an explicit constant direct term and a strictly proper
Y �s� for reduction. Instead, we “extract” these direct terms from
Y �s� (throughG andC), yielding a strictly properY �s�[18] with
the very general MNA formulation of equations2 - 4 without the
introduction of extraneous elements.

Y �s� � Y �s� � sD� �D� (7)
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Figure 2: Nyquist plot ofY���j�� for simple testcase shown.
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Figure 4: Nyquist plot ofY���j�� for simple testcase shown.

The termsD� corresponds to the pole at infinity, while the term
D� represents the constant feedthrough term. We refer toD� and
D� as thes-proportional andconstant direct terms, respectively.

The procedure to extract the direct terms, though a little te-
dious to expose, is very robust to “pathological” circuit topologies
and computationally efficient. With the state vectorx ordered as
in Equation 3,G andC, the conductance and susceptance matri-
ces, are stamped as follows:

C �

	
C ��m�p��l ��m�p��p

�l��m�p� N �l�p

�p��m�p� �p�l �p�p



(8)

whereC � R�m�p���m�p� is the capacitance matrix andN �
R

l�l is the inductance matrix.��m�p��p denotes a�m� p�� p
matrix of zeros.

G �

	
G E Ip

E
T

��m�p��l ��m�p��l

Ip �p�l �p�p



(9)

whereG � R�m�p���m�p� is the conductance matrix andE �
R

�m�p��l is the incidence matrix of branch currents.I p is the
p� p identity matrix. Because we have chosen to order the node
voltages so that the port voltages (vp) are specified before the
internal node voltages (vint), the capacitance, conductance, and
branch-incidence matrices can be broken into blocks:

C �

�
Cport Cport�int

C
T
port�int Cint

�
(10)

G �

�
Gport Gport�int

G
T
port�int Gint

�
(11)

E �

�
Eport Eport�int

Eint�port Eint

�
(12)

B is the input-output matrix of the admittance given by:

B �

�
��m�p�l��p

Ip

�
(13)

Gport�Eport�Cport � R
p�p, Gint�Eint�Cint � R

m�m.
The off-diagonal elementsGport�int�Cport�int�Eport�int �
R

p�m andEint�port �R
m�p.

We recognize that sinceY �s� in Equation 7 is strictly proper,
lims�� Y �s� � �. To findD� andD�, we first open circuit all
the inductors in the network since ass � �, these will all have
infinite impedance. TheG andC matrices are then deflated to re-
move the rows and columns that correspond to internal nodes with
no path to the ports. We next identify all of the remaining capac-
itances of the network which do not have a capacitive path to the
ports. We delete these capacitances from theC matrix and add up
the rows and columns of theGmatrix corresponding to the nodes
connected by these capacitors. Since one internal node is elimi-
nated for each capacitor “shorted” by this process, we perform a
corresponding deletion of the row and column corresponding to
this node from theC matrix. Following these two deflations, an
admittanceY �s�, which still contains the correct direct terms, is
given by:�

Gport G
d
port�int

�Gd
port�int�

T
G

d
int

�

�s

�
Cport C

d
port�int

�Cd
port�int�

T
C

d
int

���
Ip

V int

�

�

�
Y �s�
�

� (14)

Let us presume that we have deletedk rows and columns fromG
andC. Each column ofV int � R

�m�k��p corresponds to the
internal node voltages when the port voltage associated with the
column is one and the remaining port voltages are zero.G

d
int �

R
�m�k���m�k� andGd

port�int � R
p��m�k�. From Equation

14, we find:

�Gd
int � sC

d
int�V int � �

�
�Gd

port�int�
T � s�Cd

port�int�
T
�

(15)
�Gport � sCport� � �Gd

port�int � sC
d
port�int�V int � Y �s�

(16)
We reorder the internal nodes so that the zero rows and

columns ofC int appear last. Equation 15 can then be written in
the following form:�

	Gint���
	Gint���

	G
T

int���
	Gint���

�

�s

�
	Cint �

� �

���
V c

V g

�
�

�

�
	G
T

port�int��

	G
T

port�int��

�
� s

�
	C
T

port�int

�

� (17)

where the reorderedV int is written as �V c V g�
T . If l

rows and columns ofC int are zero, then	Gint���� 	Cint �

R
�m�k�l���m�k�l�, 	Gint��� � R

�m�k�l��l and 	Gint��� �

R
l�l. V c � R

�m�k�l��p andV g � R
l�p. Solving Equation

17, we find:

	Gint���V c�	Gint���V g�s 	CintV c � � 	G
T

port�int���s 	C
T

port�int

(18)



	G
T

int���V c � 	Gint���V g � � 	G
T

port�int�� (19)

V g is then given by:

V g � � 	G
��
int���� 	G

T

port�int�� � 	G
T

int���V c� (20)

Substituting this into Equation 18 gives:


 	Gint��� � 	Gint��� 	G
��
int���

	G
T

int��� � s 	Cint�V c �

� 	G
T

port�int�� � 	Gint���
	G
��
int���

	G
T

port�int�� � s 	C
T

port�int

Solving forV c gives:

V c �
h
	C
��
int� 	Gint��� � 	Gint���

	G
��
int���

	G
T

int����s
�� � I

i
��

� 	C
��
int

h
s���� 	G

T

port�int�� � 	Gint���
	G
��
int���

	G
T

port�int���

� 	C
T

port�int

i
Performing an expansion arounds�� � � yields:

V c
�� 
I � s�� 	C

��
int� 	Gint��� � 	Gint��� 	G

��
int���

	G
T

int����� 	C
��
int

�
s���� 	G
T

port�int�� � 	Gint���
	G
��
int���

	G
T

port�int���� 	C
T

port�int�

To orders��, one finds, therefore, that:

V c
�� � 	C

��
int

	C
T

port�int�

s�� 	C
��
int�� 	G

T

port�int�� � 	Gint���
	G
��
int���

	G
T

port�int����

s�� 	C
��
int� 	Gint��� � 	Gint���

	G
��
int���

	G
T

int����

� 	C
��
int

	C
T

port�int

(21)
Using Equation 14, the direct terms are then given by:

D� � Cport � 	Cport�int
	C
��
int

	C
T

port�int (22)

D� � Gport � 	Gport�int��
	C
��
int

	C
T

port�int

�	Cport�int

h
	C
��
int�� 	G

T

port�int���

	Gint��� 	G
��
int���

	G
T

port�int����
	C
��
int� 	Gint��� � 	Gint��� 	G

��
int���

	G
T

int����

� 	C
��
int

	C
T

port�int

i
�

	Gport�int��
	G
��
int���

�
h
	G
T

port�int�� � 	G
T

int���
	C
��
int

	C
T

port�int

i
(23)

The major cost of this direct term calculation is the LU factor-
ization of the	Cint matrix and the LU factorization of the	Gint���

matrix, but with all the deletions in the original system, these ma-
trices are typically quite small. Once we have calculatedD� and
D�, we must form newC andG matrices,C� andG � by adjusting
Cport andGport.

C
�

port � Cport �D�

G
�

port � Gport �D�
(24)

Equation 4 with this adjustment, then, becomes:

Y �s� � B
T �G� � sC����B � sD� �D�

H�s� � L
T �G� � sC����B

(25)

A trivial deflation ofB, L, �G, �C removes state-variables that are
eliminated by this transformation (all zero rows and associated
columns). The transformation of equation 4 to equation 25 is sim-
ilar to that proposed by Fettweis[18].

Figures 2 - 4 show the reduced order model (of the same or-
der as theArnoldi andPrima curves) that results from PRIMA-
basedmodel-order reduction after direct-term extraction (noted as
ExtractDirect). These curves show excellent agreement with the
unreduced system, in most cases indistinguishable from the unre-
duced system.

� Superposition to determine worst�case crosstalk noise

As a result of the analysis of Section 2, we stampY q�s� into
the circuit simulator engine along with the (nonlinear) transistor
models at the ports of the net complex. Once the port voltages
are determined by circuit simulation, recursive convolution[17] is
used to determined the tap voltages fromH q�s�.

In simulating the crosstalk noise, the static noise analysis tool
must determine the worst-case vector set for the aggressors. We
assume that the nonlinearities introduced by the drivers are small
enough that superposition can be used to determine the skew of
switching events required to produce the worst-case noise. The
noise produced by each aggressor driver is determined individu-
ally. Switching times are chosenso that the individual peak noises
align. Timing windows, whenknown, are used to impose “orthog-
onality” contraints on switching events; that is, switching events
can only occur simultaneously when the arrival time windows (as
defined by the earliest and latest arrival times) overlap. More de-
tails on this can be found in References [1, 8].

The unique difference when inductance and inductive cou-
pling are included in the coupled interconnect extraction is that
the noise is not monotonic in response to a switching event. In the
presence of only resistance and capacitances,VH andV �L noise
can be produced only by coupled high-to-low transitions. Simi-
larly, VL andV �H noise can be produced only by coupled low-to-
high transitions. With inductance and inductive coupling, either
transition can be responsible for a given noise type. As a result,
to determine the maximum noise, twice as many “single aggres-
sor” noise simulations must be performed.

� Results

To further illustrate crosstalk the crosstalk calculation, includ-
ing both inductive and capacitive coupling, we work with a spe-
cific example, the die photo of which is shown in Figure 5. This is
a testchip fabricated in a TSMC�����m 5M1P process. The chip
containsa4-mm-long, 16-bit bussnaking througha power-ground
distribution. This structure is evident in the top, left corner of the
chip. Thespacingof the power-groundgrid is����m, and the bus
is routing entirely within this spacing (i. e., power-ground isnot
interdigitated with the signal lines). In addition to the bus, the chip
includes on-chip measurement circuits to noninvasively measure
the time-domain waveforms on the bus[19]. Only the inductances
associatedwith the 16-bit bus structure survive the inductancefil-
tering in the extractor. In its current form, the extraction ignores
potential current returns through the substrate in calculating the
inductance. The distant power-ground gives fairly large extracted
inductances and mutual inductances under these conditions.

Figure 6(c) shows the worst-caseVH andV �H noise waveforms
for bit 7 of the 16-bit bus. No timing windows (and, therefore, no
timing orthogonality constraints) were used. Figure 6(a) shows
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Figure 6: Noise waveforms on the far end of bit 7: (a) Constituent
“single aggressor”noise waveforms due to the high-to-low transi-
tioning of aggressors, acting individually; (b) constituent “single
aggressornoise waveforms due to the low-to-high transitioning of
aggressors, acting individually; and (c) worst total peakVH and
V �H noise waveforms due to the switching of all aggressors.

all of the “single aggressor” noise waveforms on bit 7 for high-
to-low aggressor transitions. For bits 6 and 8 (the adjacent lines),
the coupling is dominantly capacitive, while for the other wires,
the coupling is inductive. Figure 6(b) shows all of the “single ag-
gressor” noise waveforms on bit 7 for low-to-high aggressor tran-
sitions. Once again, for bits 6 and 8, the coupling is capacitive
while for the other aggressors it is primarily inductive. The worst
caseV �H noise switches bits 6 and 8 from low to high, but switches
the other aggressors (bits 1 through 5 and 9 through 16) from high
to low. The high-to-low aggressors are switched approximately
150 psec after the switching of bits 6 and 8. The tool does this to
superimpose theV �H noise peak of Figure 6(a) for bits 1-5, 9-16
with theV �H noise peak of Figure 6(b) for bits 6,8. This result is
not too surprising, given conventional understanding of coupled
transmission line behavior[20]. At the far-end, capacitive and in-
ductive currents are in the opposite direction for a given aggressor
switch. To achieve the worst noise, one must chose one switch di-
rection for aggressors dominated by capacitive coupling (nearest
neighbors) and choose the opposite direction switch for aggres-
sors dominated by inductive coupling (more distant aggressors).

TheVH curve of Figure 6(c) switches bits 6 and 8 from high
to low, but switches the other aggressors (bits 1 through 5 and 9
through 16) from low to high. In this case, the low-to-high ag-
gressors are switched approximately 150 psec after the switching
of bits 6 and 8.

As shown in Figure 6(c), theVH andV �H noise is substantial,
but unfortunately, it fails to match the measured results in silicon.
Figure 7 shows the measured crosstalk on bit 7 (far-end) for all the
other bits switching simultaneously in the same direction (in this
case all from high to low). [Our measurement circuits are not able
to switch the bits in the pattern of Figure 6(c).] On the same figure,
we show simulation results for both an RC and an RLCK model.
The RC model matches the measurement result fairly precisely,
while the RLCK model is significantly different. We attribute this
discrepancy to current returns in the substrate, which are ignored
in the analysis from extracted layout. If a significant fraction of
the current returns through the substrate, the inductances will be
significantly decreased (because of the very distant power-ground
lines) and the loss will be increased.� In our efforts to drive up
the inductance effects in this example (with a very loose power-
groundgrid), we have, in fact, madesubstratecurrent returns more
favorable.�

	 Conclusions and future work

Inductance is rapidly becoming an important concern on-chip.
While self-inductance has received most of the attention in the lit-
erature, mutual inductance (particularly in the context of simulta-
neously switching buses) is probably a far more serious concern.

Taking advantage of recent advances in extraction to include
inductance, we have described practical issues in capacitive and
inductive crosstalk analysis in a commercial static noise analysis
tool. This involves techniques for estimating the noise produced
by a switching aggressor, forming net complexes includingnamed
aggressors and a virtual attacker, creating reduced-order models
and stamping them into circuit simulation, and performing the
noise analysis. We have also discussed techniques we have used
to handle degenerate interconnect networks to produce a robust

�This test structure is not representative of the “metal-rich” environment typical
in most digital integratedcircuits, which generallyprecludethe need to considersub-
strate returns.

�This technology has a lightly-doped��m epitaxial layer on top of a heavily-
doped substrate, typical for digital integrated circuits.



reduced-order modelling algorithm. We have been humbled by
measured silicon results that indicate that returns through the sub-
strate can be a significant influence on the interconnect response
in metal-sparse environments.

0 0.5 1 1.5 2
Time(nsec)

1

1.5

2

2.5

3

3.5

V
ol

ta
ge

(V
)

RLCK model

RC model

Figure 7: Circles represent the measured crosstalk on bit 7 (far-
end) due to the simultaneous switching of all of the other bits of
the bus. The solid curve is the RC-only simulation. The dashed
curve is the RLCK simulation.
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